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ABSTRACT

Human living environment is influenced by intense solar activity. The solar activity exhibits period-

icity and regularity. Although many deep-learning models are currently used for solar cycle prediction,

most of them are based on a multi-step pattern. In this paper a solar cycle prediction method based

on a one-step pattern is proposed with the TCN neural network model, in which a number of historical

data are input, and only one value is predicted at a time. Through an autoregressive strategy, this pre-

dicted value is added to the input sequence to generate the next output. This process is iterated until

the prediction of multiple future data. The experiments were performed on the 13-month smoothed

monthly total sunspot number data sourced from WDC-SILSO. The results showed that one-step pat-

tern fits the solar cycles from 20-25 well. The average fitting errors are MAE=1.74, RMSE=2.34.

Finally, the intensity of Solar Cycle 25 was predicted with one-step pattern. The peak will occur in

2024 October with a magnitude of 135.3 and end in 2030 November. By comparing the prediction

results with other methods, our method are more reasonable and better than the most methods. The

codes are available on github and Zenodo.
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1. INTRODUCTION

Solar activity is a general term for all activities caused

by solar magnetic field, with an average cycle of about

11 years Hathaway (2015). At times of intense solar

activity, coronal mass ejection (CME), solar wind and

flare are enhanced. Such intense solar activities can af-

fect human living environment, as well as the safety of

high-tech facilities such as spacecraft, communications

and electricity (Webb & Howard 1994; Bai 2003; Dier-

ckxsens et al. 2015; Lin et al. 2023). Therefore, it is very

important and meaningful to accurately predict the in-

tensity of the solar cycle.

Solar activity is essentially caused by the solar dynamo

Charbonneau (2010). And it is a difficult task to predict

the intensity of a solar cycle due to the complex inter-
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nal structure of the solar dynamo. Traditionally, many

physical models based on the fundamental theories of

physics have been employed (Rigozo et al. 2011; Helal
& Galal 2013; MIAO et al. 2015; Pesnell & Schatten

2018; Upton & Hathaway 2018). In the wake of its de-

velopment for the past few years, deep-learning has been

widely applied to solar cycle prediction. Benson et al.

(2020) used a combination of WaveNet and LSTM neu-

ral networks, select a window size of 528 observations

which is 4 cycles × 11 year/cycle × 12 months/year,

and a prediction range of 132 observations which is 1

cycle × 11 years/cycle × 12 months/year. Their fore-

casts show that the upcoming Solar Cycle 25 will have

a maximum sunspot number around 106, that the cy-

cle would be slightly weaker than Solar Cycle 24. Lee

(2020) employed EMD and LSTM Hybrid deep-learning

model for predicting the sunspot number time series.

The prediction was made in 10, 20 and 50 months for

the future, respectively. The model predicts that the

Solar Cycle 25 peak will occur in 2024 Dec. with the
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sunspot number around 100. Wang et al. (2021) used

LSTM model to predict the solar cycle. The data from

the previous 720 months was input to the model to pre-

dict the upcoming 72 months. It can only predict the

upcoming 72 months (6 years) at most. Meanwhile they

tried inputting data from the previous 10 months to

predict the upcoming one month. The model fit bet-

ter due to the shorter prediction time step, but could

not predicted long steps or months. In addition, they

made a prediction for the Solar Cycle 25 peak year, and

predicted that the peak would occur in 2023 with a

magnitude of 114.3. Dai et al. (2021) proposed PSR-

TCN model based on phase space reconstruction and

temporal convolutional network (TCN) to predict So-

lar Cycle 25. The study predicted 13-month smoothed

monthly sunspot number of the Solar Cycle 25, mak-

ing the forecast of sunspot number from 2020 January

to 2030 December. The maximum sunspot number was

139.55 that would occur in 2024 April. Su et al. (2023)

used N-BEATS model to predict Solar Cycle 25. The

input and output window lengths were set to 240 and

120. The sunspot number of Solar Cycle 25 would peak

at 2024 February with an amplitude of 133.9 ± 7.2. Su

et al. (2024) proposed the XG-SN integration model.

The model predicts solar cycles using the Extreme Gra-

dient Boosting (XGBoost) Ensemble Learning method

combined with Sample Convolution and Interaction Net-

work (SCINet) and Neural Basis Expansion Analysis for

Interpretable Time Series (N-BEATS). The historical se-

ries from the previous 240 time steps were used as input

and predicted solar sunspot numbers for the next ten

years (120 months). They predicted that the Solar Cy-

cle 25 peak would reach 127.59 around 2024 January. In

addition, other deep-learning models were also used for

solar cycle prediction (Huang et al. 2020; Prasad et al.

2022; Dang et al. 2022; Yang et al. 2023). Models such as

CNN+GRU Chung et al. (2014), TCN Bai et al. (2018),

SCINet Liu et al. (2022), and iTransformer Liu et al.

(2023), which are based on time series prediction, are

suitable for solar cycle prediction as well.

Although many deep-learning models have been used

for solar cycle prediction, most of them are based on

a multi-step prediction pattern, very few are based on

a one-step prediction pattern. The ”step” in pattern

refers to the quantity of output values. One-step pat-

tern can predict/output a single value at a time. To

predict multiple steps, it is necessary to iteratively apply

the one-step pattern. When predicting the subsequent

values, the input data will incorporate the previously

predicted value. In contrast, the multi-step pattern can

predict numerous values once a time. For the multi-step

pattern, the longer the data to be predicted, the more

likely it is that the accuracy of the subsequent prediction

values will diminish. Moreover, multi-step pattern mod-

els tend to be more complex than one-step models , and

more difficult to train and optimize. In contrast, one-

step models are quicker to train, and their individual

predictions tend to be more accurate. More detailed are

described in Section 2. In this paper a solar cycle pre-

diction model based on one-step pattern was proposed,

with the deep-learning model Temporal Convolutional

Network (TCN). A comparison was made between one-

step pattern and multi-step pattern in terms of their

effectiveness. Finally the intensity for the Solar Cycle

25 peak was predicted based on the one-step pattern.

The paper is organized as follows: Section 2 intro-

duces the principles of one-step pattern and multi-step

pattern. The proposed TCN neural network is given

in Section 3. Section 4 describes the data. Section 5

presents the experimental procedure and results, the

fitting and prediction results by one-step pattern, the

comparison with multi-step prediction, and prediction

for the Solar Cycle 25 peak. Finally, the summary is

provided in Section 6.

2. TIME SERIES PREDICTION

Time series prediction arranges data in a chronological

sequence and forecasts future data based on the histor-

ical data. Solar cycle prediction is a typical time series

prediction. It’s categorized into two prediction patterns:

multi-step pattern and one-step pattern.

2.1. Multi-step Prediction Pattern

In multi-step prediction, m steps historical data are

input to the model, and predict n steps future data. As

shown in Figure 1(a), each number represents a time

step. It indicates that the historical observations of 4

steps (m=4) are input to the model, and 3 future time
steps (n=3) are predicted. The sliding window moves

forward one step at a time to adjust the input and pre-

diction steps.

2.2. One-step Prediction Pattern

Figure 1(b) illustrates the principle of one-step predic-

tion. The m steps historical data are input to predict one

future value. By autoregressive strategy, one-step pre-

diction is suitable for predicting multiple future data.

The principle is that the model generates one output

at a time, then adds it to the input sequence to gener-

ate the next output. This process is iterated until the

entire sequence of n steps is generated. The process is

illustrated in Figure 2. The model predicts the output

X4 with the input [X1, X2, X3], then X4 is added to the

input sequence to make the input [X2, X3, X4], and pre-

dict X5. This process is iterated until n future data are
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(a) (b)

Figure 1. Times series prediction: (a) Multi-step prediction. (b) One-step prediction.

predicted, where n is the prediction length. It is noted

that the autoregressive strategy is not used in model

training process, but only in prediction process.

In the case of the solar cycle prediction, 1200 months

of data are input to predict the subsequent 120 months.

The one-step pattern process involves predicting the

value for the 1201st month. Subsequently, this predicted

value is incorporated into the input data. At this stage,

the input data range from the 2nd to the 1201st month,

so as to predict the value for the 1202nd month. This

iterative process is repeated 120 times in total. In con-

trast, with multi-step pattern, the values of 1200 months

of data are input to predict the next 120 months in a

single operation.

3. MODEL

We use the Temporal Convolutional Network (TCN)

model as the deep-learning model for solar cycle pre-

diction. TCN is an approach based on the structure of

convolutional neural network, which proposed in 2018

Bai et al. (2018). Compared to the classical time se-

ries RNN model, TCN model boasts the advantages of

higher parallelism, more flexible receptive fields, more

stable gradients and smaller memory consumption, and

performs well on several time series problems. It con-

sists of two core structures: the causal convolution and

dilated convolution.

3.1. Causal Convolution

An output at each moment in the TCN is obtained by

convolving only the inputs at that moment and before,

so as to ensure the causal constraints in sequence pro-

cessing. To this end, the causal convolution is provided

in the model. As shown in Figure 3, for a value in the

upper layer at moment t, it depends only on the value

in the lower layer at moment t and before. Unlike tra-

ditional convolutional neural networks, the causal con-

volution can’t provide future data, it is a strictly time-

constrained model with a unidirectional structure.

3.2. Dilated Convolution

The prediction length of modeling is limited by the

size of convolutional kernels. To capture longer depen-

dencies, many layers would need to be linearly stacked.

TCN designs the dilated convolution to increase the re-

ceptive field exponentially, without significantly increas-

ing the computational expense. This is shown in Figure

4. Dilated convolution allows for interval sampling of

the input at convolution, with the sampling rate con-

trolled by the parameter d in Figure 4. The bottom

layer d=1 means that every point is sampled for input.

The second layer d means that one of every 2 points is

sampled for input. The d value increases for higher lay-

ers. So the dilated convolution makes the window size

grow exponentially with the number of layers. In this

way, the convolutional network uses relatively few layers

to get a large receptive field.

3.3. TCN residual block

Residual connection is an effective and common

method for training deep networks. A residual block

is constructed in the TCN to replace the convolution

of one layer. As shown in Figure 5, a residual block

contains two layers of convolution and ReLU nonlinear

mapping. WeightNorm and Dropout are added in each

layer to regularize the network.

TCN features efficient parallel computation capabil-

ities and good processing capacity of long sequential

prediction. It reaches or even surpasses RNN model

on a wide range of tasks. Its applications include, but

are not limited to, processing time series data, such

as speech recognition, natural language processing, and

other tasks.

4. DATA

The data we used are the 13-month smoothed monthly

total sunspot number data from WDC-SILSO, Royal

Observatory of Belgium, Brussels. The data timespan is

from 1749 January to 2023 September. A total of 3293
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Figure 2. Autoregressive strategy. The model generates one output at a time and then adds it to the input sequence to
generate the next output

Figure 3. Visualization of a stack of causal convolutional
layers

Figure 4. A dilated causal convolution with dilation factors
d = 1, 2, 4. The receptive field is able to cover all values from
the input sequence

usable data are obtained from the data preprocessing

by removing outliers less than 0. These data are di-

vided into training set (2470 entries) and test set (823

entries), the training and test set ratio is 3:1. As shown

in Figure 6, the black line represents the training set

and the blue one represents the test set. The data are

finally normalized for model training.

In solar cycle prediction, the historical sequence

[X1, ..., Xn] is used to predict the future sequence

[X(n+1), ..., X(n+t)], where n is the length of historical

data and t is the prediction length. The optimal values

of n and t are obtained by experimental parameter tun-

ing. In one-step prediction, n=20 and t=1, which means

the data from the previous 20 months are used to predict

the upcoming month. As a comparison, multi-step pre-

diction was also tested, with n=1200 and t=120, which

Figure 5. TCN residual block

predicts the upcoming 120 months by the data from the

previous 1200 months.

Figure 6. Sunspot number data we used, where the black
line represents the training set and the blue one represents
the test set.

5. EXPERIMENTS AND RESULTS
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5.1. Experimental Procedure by One-Step Pattern

The experiments used TCN model by one-step pat-

tern for training and prediction. The model parameters

in experiments were determined by tuning, which are

shown in Table 1. All experiments were conducted on a

device equipped with Intel(R) Core(TM) i5-7200U CPU.

The PYTORCH deep-learning framework was used to

build deep-learning models.

5.2. Fitting Result by One-Step Pattern

The experiments were first trained on training set. We

tuned the input length, and the model fits best when the

input length was 20, and the experiments predicted the

output at the step 21. The trained model was used to

fit the solar cycles from 20-25, respectively. The fitting

result is shown in Figure 7, where the black line repre-

sents the actual values and the blue one represents the

predicted values. Intuitively, the model fits very well.

We recorded the differences between the predicted and

actual values. The evaluation indicators used here are

MAE and RMSE, both of which represent the distance

between the expected and actual values. MAE is ob-

tained by calculating and averaging the absolute differ-

ences between the predicted and actual values. RMSE

is obtained by calculating the square of the differences

between the predicted and actual values, and then cal-

culating the square root of the averages. The results

are shown in Table 2. Overall, the MAE and RMSE

values for the six solar cycles are small, with average

MAE=1.74 and average RMSE=2.34. This indicates

that the model based on one-step pattern fits very well.

5.3. Prediction Result by One-Step Pattern

Unlike the training phase, an autoregressive strategy

was used in the test and prediction phase. 20 entries

of historical data are input, and the next value was pre-

dicted iteratively in a loop by the autoregressive strategy

until the end of the cycle. Predictions were made for So-

lar Cycles from 20-25 using the model. Figure 8 demon-

strates the predictive effect. The black line represents

the actual values and the blue one represents the pre-

dicted values. Table 3 records the difference between the

predicted and actual values, with average MAE=43.72

and average RMSE=52.92. It can be seen that the pre-

dictive effect of the model is not as good as fitting above.

This is because the model takes the predicted value as

the next input, the input itself carries a certain amount

of error, which accumulates as the prediction length in-

creases.

5.4. Comparison Result with Multi-Step Pattern

The experiments were also conducted on multi-step

pattern in order to compare it with one-step pattern.

With 1200 inputs, 120 future outputs were predicted.

The input length is the optimal result obtained by pa-

rameter tuning, the output length is set to ensure that

it can roughly cover a solar cycle. There is no need to

use an autoregressive strategy since the training process

of multi-step pattern is consistent with the prediction

process. For the trained model, the fitting effect is in

agreement with the prediction effect.

The experiments fitted Solar Cycle from 20-25 sepa-

rately and compared the predicted values with the ac-

tual values. The results are shown in Figure 9 and Ta-

ble 4, with MAE=18.52 and RMSE=23.35 for multi-step

pattern. It can be seen that multi-step pattern is a worse

fitting than one-step fitting, but a little better prediction

than one-step prediction.

5.5. Prediction of Solar Cycle 25 by One-Step Pattern

Finally, we predicted Solar Cycle 25 using TCN deep-

learning model with one-step pattern. The result is

shown in Figure 8. The black line is the actual data

as of 2023 September. The blue line is the predicted

value by the model starting from 2023 October. Figure

10(a) shows the overall trend for multiple solar cycles,

and Figure 10(b) zooms in on the predicted results for

Solar Cycle 25. From Figure 10(b), the Solar Cycle 25

peak will occur in 2024 October with a magnitude of

135.3 and will end in 2030 November. This cycle will be

slightly more intense than Solar Cycle 24. Meantime,

The conclusion has been verified from observations. For

example, an X4.5 solar flare erupted in the active region

13663 on 2024, May 6. Two days later, an X1.0 solar

flare erupted in the active region 13665. Another X9.0

solar flare erupted in the active region 13842 on 2024,

October 3.

Further, we compared the results of other methods for

the prediction of the Solar Cycle 25, as shown in Table

5. The data from SIDC shows that the Solar Cycle 25

peak has actually exceeded 125 by now and is continuing

to grow. Therefore, those methods with the prediction

results greater than 125 and the peak prediction date

after 2023 September are more accurate. It can be seen

that the prediction results of our proposed method for

Solar Cycle 25 are more reasonable and better than most

methods.

6. CONCLUSION
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Table 1. Optimal parameters by tuning in experiments

Parameter Value Meaning

input chunk length 20 input length

output chunk length 1 output or prediction length

n epochs 30 number of times the model training

dropout 0 random loss rate of Dropout in TCN residual block

dilation base 2 dilation layer by layer with an exponential growth of 2

weight norm True normalization layer set true in TCN residual block

kernel size 3 the size of causal convolution kernel

num filters 6 number of channels in convolution hidden layer

Figure 7. Fitting performance of the Solar Cycles from 20-25 by one-step pattern
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Figure 8. Predicting performance of the Solar Cycles from 20 to 25 by one-step pattern
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Figure 9. Fitting performance of the Solar Cycles from 20 to 25 by the multi-step pattern

We provide a new method for accurate prediction of

solar cycle and activities. A solar cycle prediction model

based on one-step pattern is proposed with a deep-

learning TCN model in the paper. By experimenting on

the 13-month smoothed monthly total sunspot number

data sourced from WDC-SILSO, the following conclu-

sions are obtained: (1) One-step pattern fits the solar

cycles from 20-25 well, with an average fitting error of

MAE=1.74, RMSE=2.34. (2) Based on the autoregres-

sive strategy, the predictive effect of one-step pattern

for solar cycles from 20-25 is gotten, with an average

prediction error of MAE=43.72, RMSE=52.92. (3) For

comparison, we calculate the fitting effect of multi-step

pattern for solar cycles from 20-25, with an average er-

ror of MAE=18.52, RMSE=23.35. Multi-step pattern is

a worse fitting than one-step fitting, but a little better

prediction than one-step prediction. (4) The intensity in

Solar Cycle 25 is predicted based on one-step pattern.

The Solar Cycle 25 peak will occur in 2024 October with

a magnitude of 135.3 and will end in 2030 November.

This cycle will be slightly more intense than the Solar

Cycle 24. By comparing the actual Solar Cycle 25 ob-

servations, it is found that our prediction is better and

more reasonable than most methods. Therefore, the so-

lar cycle prediction with one-step pattern proposed in

this paper is feasible. Future, we will verify the feasibil-

ity of the one-step pattern on more deep-learning models

(e.g., LSTM, CNN+GRU, N-BEATs).

The Jupyter Notebooks to execute the analysis in this

paper is hosted at https://github.com/zhaocui1207/solar-



AASTeX v6.3.1 Sample article 9

(a) (b)

Figure 10. Prediction of Solar Cycle 25 by one-step pattern: (a) Forecast trend shown on multiple solar cycles. (b) Enlarge
the prediction results of Solar Cycle 25

Table 2. Fitting evaluations of the Solar Cycles from 20-25
by one-step pattern .

Solar Cycle MAE RMSE

15 1.95 2.63

16 1.47 1.99

17 1.82 2.33

18 2.05 2.64

19 3.24 4.8

20 1.42 1.76

21 1.88 2.48

22 1.71 2.27

23 1.48 1.98

24 1.09 1.60

25 1.04 1.29

Average 1.74 2.34

Table 3. Predicting evaluations of the Solar Cycles from 20
to 25 by one-step pattern

Solar Cycle MAE RMSE

15 27.08 35.17

16 43.9 51.11

17 31.98 38.43

18 67.76 78.53

19 68.43 90.3

20 41.62 49.95

21 62.16 72.85

22 58.23 65.86

23 27.99 34.59

24 39.54 49.8

25 12.27 15.57

Average 43.72 52.92

Table 4. Fitting evaluations of the Solar Cycles from 20 to
25 by multi-step pattern

Solar Cycle MAE RMSE

15 18.66 26.49

16 18.62 19.87

17 14.72 18.9

18 14.83 16.61

19 28.35 36.03

20 8.62 11.3

21 28.95 35.75

22 25.19 28.23

23 12.34 18.46

24 25.13 34.45

25 8.38 10.8

Average 18.52 23.35

cycle-prediction-by-tcn/ and is preserved on Zenodo at
https://zenodo.org/records/14211884.
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Table 5. Prediction of Solar Cycle 25 by different methods

Method from Paper Deep-learning Model Prediction Pattern Peak Value Time to Peak

Our Method TCN One-step prediction 135.3 2024.10

Helal & Galal (2013) Statistical method ——– 118.2 2023

MIAO et al. (2015) Statistical method ——– 119.2 2024

Bhowmik & Nandy (2018) Statistical method ——– 118 2024(±1)

Benson et al. (2020) WaveNet+LSTM Multi-step prediction 106 ——–

Lee (2020) EMD+LSTM Multi-step prediction 100 2024.12

McIntosh et al. (2020) Statistical method ——– 233 ——–

Wang et al. (2021) LSTM Multi-step prediction 114.3 2023

Dai et al. (2021) PSR-TCN Multi-step prediction 139.55 2024.4

Su et al. (2023) N-BEATS Multi-step prediction 133.9 2024.2

Su et al. (2024) XG-SN Multi-step prediction 127.59 2024.1
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